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ECODYNAMICS' experts advise and train companies on generative 
AI and digital business models. The company has been an OpenAI 
Early Adopter since 2021 and specialises in the implementation  
of generative AI, AI agents, and the analysis and optimisation  
of websites for AI-based search engines.

The ERGO Innovation Lab works on the forefront of new techno- 
logies and services regarding insurance, risk and finance. Located  
at the Merantix AI Campus in Berlin, the team is continuously  
challenging the status quo of the insurance industry. With indust-
ry-shaping projects, influenced by technology and digital trends.
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The way consumers search for information 
online is undergoing a fundamental shift. Tradi-
tional keyword-based search, which is still the 
dominant method of retrieving information 
online, is giving way to more advanced, conver-
sational approaches powered by large language 
models (LLMs). These AI-driven systems do not 
merely retrieve lists of links – they understand 
user intent, generate precise and conversatio-
nal responses, and refine their outputs based 
on real-time data. This transformation is parti-
cularly relevant for the insurance industry, 
where clarity, accessibility and trust of informa-
tion play a crucial role in customer 
decision-making.

Consumers today expect instant, personalized, 
and accurate information, and LLM-powered 
search has the potential to meet these 
demands more effectively than traditional 
keyword-based search. Instead of forcing users 
to scroll through pages of search results, these 
models provide direct and contextually relevant 
answers, helping consumers quickly navigate 
insurance products and services.

Yet, as with any technological breakthrough, 
LLM search also presents new challenges. For 
years, digital content strategies have been sha-
ped by Google's near-total dominance in the 
search market. Now, with the emergence of 
AI-driven retrieval systems, insurers are begin-
ning to face new demands. Content must 
increasingly be optimized not just for ranking 
on search engines, but for being referenced and 
trusted by large language models. This shift 
brings new risks, such as biased outputs or 
unreliable summaries and calls for updated 

strategies around visibility, content structure, 
and quality assurance in an evolving search 
landscape.

At the ERGO Innovation Lab, together with 
ECODYNAMICS, we have taken a deep dive into 
these developments, exploring their implica-
tions for the insurance industry. This whitepa-
per provides an in-depth analysis of the current 
state of LLM search and its evolving role in 
consumer information gathering, engagement 
and decision-making.

Drawing on an in-depth study involving more 
than 33,000 retrieval results and over 600 web-
site evaluations, we examine how LLMs will res-
hape the way people search for and engage 
with insurance products. We also explore the 
structural and technological adjustments requi-
red for insurers to adapt and discuss the broa-
der impact on the industry. In addition, we 
highlight key trends shaping the future of AI-po-
wered search and provide recommendations for 
leveraging this transformation effectively.

Understanding how LLM search changes consu-
mer behavior and aligning business strategies 
accordingly will be critical for insurers to stay 
competitive in this new landscape. Insurers 
must now produce content that resonates with 
AI retrieval logic, or else see brokers, capture 
higher positions in user queries. This challenge 
is further amplified by consumers’ growing 
comfort with LLM-based and agentic (autono-
mous) AI tools, where entire insurance sear-
ches, comparisons, and even policy sign-up 
processes could unfold within a chat or voice 
interface.

„By 2026, traditional search engine volume will drop 25%,  
with search marketing losing market share to AI chat-bots  

and other virtual agents.“

Gartner Inc.
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LLM Search and the Decline  
of Traditional SEO
AI tools like ChatGPT are changing how people search for information, 
replacing lists of links with direct, conversational answers. This shift is 
reshaping user behavior, challenging traditional search engines and 
creating new opportunities and risks for businesses, especially in sec-
tors like insurance.

The Evolution of AI-Powered Search

The integration of search technology into Large Language 
Models (LLMs) has significantly transformed how users 
interact with information. More and more individuals are 
turning to LLMs like ChatGPT or Perplexity to receive tar-
geted answers, rather than traditional lists of links. Tradi-
tional keyword-based search engines like Google have 
evolved into AI-driven models that understand context, 
generate direct answers, and provide conversational 
search experiences. Instead of merely retrieving links and 
brief snippets, these systems deliver synthesized respon-
ses, streamlining the search process. A key technology 
enabling this shift is Retrieval-Augmented Generation 
(RAG), where LLMs retrieve relevant external information 
in real time to enhance the accuracy and relevance of 
their answers.

According to Gartner, a leading market research firm, tra-
ditional search engine volumes are expected to decline by 
25% by 2026 in favor of AI-driven chatbots (Gartner Inc., 
2023). While Google currently remains the dominant 
player with 89% market share (StatCounter, cited in Sta-
tista, 2025), it is already complementing its search results 
with the Google AI Overview, an AI-generated summary 
that appears directly in the search results, leading to 
what is known as zero-click behavior. This occurs when 
AI-generated answers aim to satisfy user queries directly 
within the search interface, thereby eliminating the need 
to click on external websites. As a result, many publishers 
and businesses reliant on organic search traffic are rethin-
king their strategies to maintain visibility in an increa-
singly AI-driven search landscape.

Simultaneously, alternatives like Perplexity AI, You.com, 
Google Gemini and SearchGPT are emerging, offering 
direct answers without traditional search result lists and 
have been specifically designed to meet this demand for 
conversational, direct answers. Perplexity AI has been 
attracting a growing user base as an alternative to con-
ventional search engines, while Google is expanding the 
capabilities of its Gemini model, integrating AI-driven 

search with their AI overviews (Eisenbrand, 2025) into the 
Google ecosystem. Recent data from Seer Interactive 
(2025) shows that queries with AI Overviews see a steep 
decline in organic CTR – from 1.41% to 0.64% year-over-
year. Paid CTRs dropped overall, regardless of AI Overview 
presence. However, brands featured in AI Overviews 
benefit: organic CTR increases from 0.74% to 1.02%, and 
paid CTR jumps from 7.89% to 11%. This highlights the 
growing importance of AIO visibility in an increasingly 
zero-click search environment.

As search behaviors shift toward AI-generated responses, 
businesses must optimize content for both traditional 
search engines and LLM-driven queries to maintain visibi-
lity. This is especially crucial for industries like insurance, 
where consumers expect quick, precise, and personalized 
answers to their product inquiries. In this context, busi-
nesses that adapt to new search behaviors can signifi-
cantly enhance their visibility in AI-generated search 
results. This strengthens their competitive position and 
opens up new opportunities in customer engagement, 
sales, and service, from interactive, conversational advice 
to personalized product recommendations and compari-
son overviews.

By comparing LLM-based search results with those of tra-
ditional search engines, we aim to identify the factors 
that drive visibility and ranking within these new AI-pow-
ered systems. The focus will be on understanding how 
businesses can optimize their presence in AI-generated 
search results to ensure they stay relevant in this evolving 
landscape.

Challenges in AI-Powered Search

Despite the advantages of AI-enhanced search, several 
challenges persist. One of the primary concerns is 
accuracy, as LLMs sometimes generate incorrect or mis-
leading information while presenting it with high confi-
dence, so called hallucinations (Zhang et al, 2023). To 
mitigate this, companies are incorporating real-time web 
citations and developing advanced fact-checking mecha-
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nisms. These efforts aim to build user trust and ensure 
that AI-driven interactions remain both useful and reliable.

Legal and copyright issues are another major point of 
contention (Karamolegkou et al, 2023). News publishers 
and content creators have voiced concerns over AI sys-
tems scraping and summarizing their content without 
proper attribution (Hagey et al, 2023). Tech companies 
have faced increasing scrutiny regarding the ethical and 
legal implications of data usage in AI models.

Transparency and bias in AI-generated responses also 
remain significant issues. Since these models are trained 
on vast datasets, they can unintentionally reflect biases 
present in the underlying information (Gallegos et al, 
2024). Efforts to refine these models focus on diversifying 
training data and improving mechanisms that provide 
clearer explanations for AI-generated outputs.

Benefits of LLM Search for the Insurance Industry

The insurance industry depends on precise, consistent 
communication across policy documentation, claims pro-
cesses, and customer service. While insurance products, 
legal frameworks, and regulatory requirements can be 
complex, greater clarity can be achieved through impro-
ved accessibility and personalization – enhancing trans-
parency, fostering trust, and supporting more informed 
decision-making.

AI-driven search transforms how consumers access 
insurance information – shifting from static queries to 
dynamic, interactive conversations (Mo et al., 2024). 
Users can ask follow-up questions to clarify details 
without contacting an agent, a model that particularly 
appeals to digital-native customers who prefer self-ser-
vice. However, especially for more complex or longterm 

insurance products, many consumers still follow a ROPO 
(Research Online, Purchase Offline) behavior: they gather 
information online but complete the purchase offline 
through personal consultation with brokers or agents 
(GDV, 2023). LLMs support this evolving journey by provi-
ding personalized, context-aware answers that simplify 
policy language, reduce research time, and translate legal 
terminology into plain, understandable terms – enhan-
cing both trust and comprehension.

One major advantage of LLM-powered search is its ability 
to generate policy comparisons in a conversational for-
mat, on platforms beyond traditional broker tools. Ins-
tead of relying solely on pre-built comparison tables, 
users can now steer the comparison process themselves 
via natural language queries and follow-up questions. 
This enables more flexible, context-aware comparisons, 
tailored to individual needs and delivered through a dyna-
mic, chat-based experience.

Moreover, these systems provide personalized insurance 
advice, for instance, offering context-specific insights 
when searching for "best travel insurance for families with 
young children", the response reflects relevant needs 
such as child coverage, family-friendly benefits, or medi-
cal assistance abroad, while maintaining context across 
follow-up questions.

Finding the right balance between trust and innovation is 
crucial. While challenges such as hallucinations, bias, and 
legal uncertainty remain, waiting for fully mature systems 
may lead to missed opportunities as others move ahead. 
Although insurers cannot control how external LLMs pre-
sent or phrase responses, they can influence the quality 
of those responses by ensuring that accurate, well-struc-
tured, and up-to-date information is publicly available 
and machine-readable.

Prerequisites for Traditional Search Engines & SEO
To achieve optimal visibility in traditional search  
engines such as Google, Bing, or Yahoo, websites must 
meet a range of technical, structural, and content- 
related standards. These criteria improve both disco-
verability and ranking in search engine result pages 
(SERPs) (Google Search Central, 2023; Iqbal et al., 
2022). 

Traditional SEO remains essential. LLM-based systems 
depend on established search engines like Google to 
crawl and index websites (Iqbal et al., 2022). Without 
meeting technical and structural SEO standards, cont-
ent may not be discoverable at all. 

The following section outlines essential prerequisites 
for effective Search Engine Optimization (SEO).

Indexability & Crawl-Friendliness

Ensuring that a website can be efficiently crawled and 
indexed by search engines is fundamental to SEO. Key 
technical requirements include:

  Indexable Pages: All important pages must avoid 
"noindex" tags and robots.txt restrictions. Crawlers 
require explicit permission to access and rank cont-
ent (Google Search Central, 2023).
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  Clear Sitemap & Internal Linking: A well-structured 
sitemap and logical internal links allow search engi-
nes to navigate the site and discover all essential 
content (Iqbal et al., 2022).

  Mobile-First Optimization: Since search engines 
prioritize mobile usability, websites must use res-
ponsive designs or mobile-specific layouts to ensure 
consistent experience across devices (Google Search 
Central, 2023).

  Page Loading Speed Optimization: Fast-loading 
pages improve user experience and boost rankings. 
Optimized images minimized CSS/JS, and efficient 
servers are key (Terenteva, 2023).

  Avoiding JavaScript-Dependent Content: Essential 
content should be accessible without JavaScript 
rendering, as crawlers may not fully index JS-based 
elements (Google Search Central, 2023).

While these technical requirements ensure accessibility 
and crawlability, on-page content and structure remain 
equally critical for ranking success. In addition to 
technical accessibility, effective on-page SEO ensures 
that content is both understandable and attractive to 
search engines and users. The following best practices 
help communicate content structure, relevance, and 
purpose clearly (Moz, 2024; Iqbal et al., 2022).

Classic On-Page SEO Factors

Effective on-page SEO involves clearly communicating 
content and relevance to both search engines and 
users. Essential practices include:

  Unique Title Tags & Meta Descriptions: Every page 
should feature concise and engaging metadata 
that accurately reflects its content and increases 
click-through rates (Moz, 2024).

  Structured Headings (H1, H2, H3): A clear heading 
hierarchy improves readability and helps search 
engines identify key themes and sections (Iqbal et 
al., 2022).

  Clean URL Structure: URLs should be short, descrip-
tive, and free of unnecessary parameters. 
Well-structured URLs enhance crawlability and user 
trust (Terenteva, 2023).

  Image Alt-Texts: To improve accessibility and cont-
ent relevance, every image should include descrip-
tive alt-text, enabling search engines to interpret 
visual elements (Google Search Central, 2023).

  Keyword Optimization: Relevant keywords must be 
naturally embedded in titles, headings, and cont-
ent. Overuse ("keyword stuffing") should be avoided 
to maintain readability and trust (Moz, 2024).

These on-page strategies form the foundation for 
strong SEO. However, delivering valuable and engaging 
content remains equally essential to rank competiti-
vely and retain users. While technical and structural 
factors ensure that content is accessible, it is the qua-
lity and user-centric design that ultimately determines 
whether users stay, engage, and convert. High-quality 
content that aligns with user needs is essential for 
long-term search performance (Google Search Central, 
2023; Moz, 2024).

Content Quality & User Experience

Content remains king in traditional SEO. Ensuring 
high-quality user experience and delivering content 
that precisely meets user intent are critical for long-
term success:

  Unique & High-Quality Content: Content must offer 
unique value – avoiding duplication and providing 
clear differentiation from competitors (Google 
Search Central, 2023).

  Relevant & Well-Structured Texts: Clear structure, 
concise paragraphs, bullet points, and intuitive for-
matting enhance both readability and engagement 
(Moz, 2024).

  Aligning with Search Intent: Content should match 
the user’s specific intent – informational, navigatio-
nal, or transactional—to ensure relevance and visi-
bility (Iqbal et al., 2022).

  Regular Updates: Keeping content fresh signals 
authority and relevance. Updated pages rank better 
and foster trust (Google Search Central, 2023).

  User Engagement Signals: Long dwell time and low 
bounce rates indicate quality and relevance. Sites 
must be designed to encourage exploration and 
interaction (Terenteva, 2023).

Strong content and user experience go hand in hand 
with trust and authority, factors that are increasingly 
shaped by signals beyond your own website. In the 
next section, we explore how external reputation influ-
ences SEO performance. Beyond what happens on 
your own site, search engines rely heavily on signals 
from across the web to evaluate your brand’s credibi-
lity and relevance. This is where off-page SEO comes 
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into play, shaping how others perceive and reference 
your content.

Off-Page SEO & Authority

Beyond technical and on-page factors, off-page ele-
ments significantly influence visibility and authority in 
traditional search:

  Quality Backlinks: High-quality backlinks from 
authoritative sources elevate your website’s percei-
ved credibility. Editorial links from trusted domains 
are especially valuable (Moz, 2024; Brin and Page, 
1998).

  Brand Mentions & Social Signals: References across 
trusted blogs, media, and social platforms amplify 
authority, even when no direct link is present (Ter-
enteva, 2023).

  Building Domain Authority: Established domains, 
characterized by consistent positive signals, such as 
high-quality backlinks, a strong history of valuable 
content, and low spam scores, tend to achieve 
stronger rankings (Moz, 2024).

  Trustworthiness (E-A-T): Demonstrating expertise, 
authoritativeness, and trustworthiness is critical, 
especially in sensitive sectors like finance or 
insurance. This includes verified authorship, clear 
credentials, robust citations, and use of HTTPS (Goo-
gle Search Central, 2023; Moz, 2024).

These principles have long shaped visibility in traditio-
nal search and the rise of AI-driven systems intro-
duces new rules, where context, conversation, and 
semantic meaning matter as much as links. Let us 
explore how SEO best practices intersect with LLM-ba-
sed search models.
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The Technology behind  
LLM-based Search
AI search no longer relies on exact keyword matches. Instead, it inter-
prets meaning by mapping queries into a vector space using transfor-
mer models that understand context and nuance. This shift transforms 
search from keyword lookup to contextual reasoning, revealing new 
challenges and opportunities for digital visibility.

LLM-based search systems differ fundamentally from tra-
ditional keyword search. Instead of matching surface 
terms, they model meaning through vector spaces and 
semantic context. Dense retrieval maps both query and 
content into high-dimensional embeddings, enabling 
matches based on intent, even if exact words do not 
align. At the heart of this process are transformers – deep 
learning models designed to understand relationships 
between words in a sentence, no matter how far apart 
they are. Introduced by Vaswani et al. (2017), these 
models use self-attention to capture dependencies across 
long sequences. This allows them to understand nuance, 
resolve ambiguity, and generate context-aware 
responses.

This architecture is the engine of modern search, shifting 
focus from words to understanding. Next, we explore the 
model that made this leap possible: the transformer.

Transformers: The Foundation of Modern AI

Transformers changed how machines understand langu-
age. Instead of reading words one by one, they use atten-
tion to look at everything at once, and decide what mat-
ters most. The process starts with tokenization: breaking 
down a sentence into smaller parts (called tokens). These 
tokens are turned into numbers, vectors, that let the sys-
tem work with language like math.

At the core is self-attention, a technique that tells the 
model which words relate to each other in a sentence. It 
does this across many layers and directions, helping the 
model grasp both grammar and meaning. They can 
understand complex text, scale across huge datasets, 
and respond with surprising fluency. Next, we explore 
how language becomes geometry – how these tokens 
live in high-dimensional vector space.

Tokenization: Breaking Down Language

Every large language model begins by splitting raw text 
into smaller units called tokens. These aren't full words, 

but subword chunks, pieces like “health”, “insur”, and 
“ance” instead of the full word “health insurance.” This 
method allows models to handle complex, rare, or com-
pound terms efficiently by breaking them into recogniz-
able parts.

Each token is then assigned a unique number from a fixed 
vocabulary, transforming natural language into a numeri-
cal format that machines can understand. This numerical 
mapping forms the input layer for the model's computa-
tions and enables consistent processing across diverse lin-
guistic inputs.

With language now reduced to structured numeric input, 
the next challenge is to assign meaning to those num-
bers – through embeddings.

Vectors: Mapping Meaning to Numbers

Before a model can understand or generate language, it 
needs a way to represent meaning. This is where embed-
dings come in. Each embedding map each token to a 
dense vector list of numbers, that capture semantic rela-
tionships. Words like “policy” and “coverage” end up close 
together in this vector space, while unrelated terms 
remain distant. These spatial relationships are learned 
from massive training data and allow models to recog-
nize nuance, context, and similarity.

In insurance-related prompts, for example, “premium” 
and “deductible” may cluster together, signaling thematic 
relevance. This embedding space becomes the semantic 
foundation for all further model computations.

From here, the model starts building higher-order under-
standing using attention mechanisms.

Attention Mechanisms: Prioritizing Context

As embeddings provide a numerical landscape of mea-
ning, attention mechanisms decide where to focus – 
dynamically and precisely. Instead of treating all words 
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equally, attention assigns weights to each token based on 
its relevance to others. In a sentence like “The deductible 
applies before insurance pays,” the model learns that 
“deductible” and “pays” are tightly linked, even if several 
words stand between them. 

This enables transformers to track complex dependencies, 
especially useful in highly structured domains like health 
coverage. Self-attention deepens this by evaluating how 
every word relates to all others in a sentence. It gives the 
model a flexible memory and the ability to highlight what 
truly matters. This selective focus is the reason LLMs can 
understand nuance. But how is this power surfaced in 
real-world interactions? The answer lies in the web search 
interface.

Web Search Interface: The Gateway to LLM-Powered 
Answers

Static training alone cannot deliver timely insight. To 
meet evolving user expectations, LLMs rely on integrated 
web search. Modern LLM-powered systems extend 
beyond static knowledge by integrating real-time web 
search. When users submit queries that require current or 
highly specific information, the system activates a search 
interface. This module reformulates the query into targe-
ted terms and retrieves content from trusted sources, 
such as regulatory bodies, news sites, or institutional pub-
lishers (Li et al., 2024).

The retrieved content is not passed on directly. It first 
goes through a filtering step that checks for credibility, 
timeliness, and contextual relevance. Without this safe-
guard, irrelevant or low-quality data may skew the AI’s 
response. As Liu et al. (2023) highlight, these filters are 
essential for maintaining output integrity. Once validated, 
the selected information is integrated into the LLMs inter-
nal context. This allows the system to blend static 
knowledge with up-to-date findings, producing responses 
that are accurate, nuanced, and aligned with user intent 
(Nakano et al., 2022).

This process is especially critical in high-stakes domains 
like insurance, where even minor misinformation can 

have legal or reputational consequences. To minimize 
these risks, systems increasingly rely on source-level trust 
signals such as institutional affiliation, author transpa-
rency, and verifiable references (Pan et al., 2024). Rather 
than acting as a simple add-on, the web search interface 
plays a central role in modern AI systems. 

As Xiong et al. (2024) note, it serves as a dynamic bridge, 
connecting the open web to the model’s reasoning 
engine and keeping information flow fresh, verifiable, and 
relevant. Understanding this architecture leads to a 
deeper question: how do these components interact 
during a real search process?

How Both Components Work Together

The integration of the language model and the web 
search interface forms the complete AI search architec-
ture. When a query is received, the system first assesses 
whether the question can be answered by the internal 
knowledge of the LLM or if it requires additional real-time 
information. If external information is needed, the web 
search interface takes over, retrieving and evaluating the 
latest relevant data. Finally, the LLM integrates this fresh 
data with its existing contextual knowledge to create a 
seamless, coherent, and actionable response for the 
user.

Understanding this architecture clearly highlights how 
insurers can leverage AI-driven search. By recognizing the 
roles of both components, organizations can optimize 
their content and strategies accordingly, ensuring their 
products, services, and critical information remain visible, 
accurate, and accessible within these sophisticated 
search interactions.

Process and Workflow of an AI Search

AI-based search goes beyond powerful models: insurers 
must grasp each step from query interpretation to 
accurate, context-driven responses. Knowing this work-
flow aligns strategies with evolving user behaviors and 
elevates content delivery. Most LLM-driven searches fol-
low five key stages:
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Based on several research papers.

With these five stages clearly defined, we can now 
contrast conventional, keyword-based approaches 
against the more advanced, context-aware workflows 
seen in LLM-Search. The operational mechanics of AI 
Search reveal a new level of contextual understan-
ding and retrieval precision, one that no longer 
depends solely on exact keyword matches, but on 
deeper semantic relationships, inferred intent, and 
broader topic coverage.

To appreciate its impact, it is essential to contrast 
these capabilities with the limitations of traditional 
keyword-based search models, which often fail to 
surface content that is relevant but linguistically 
misaligned. This shift marks a fundamental change in 
how visibility is earned and requires to rethink not just 
how they optimize, but how they communicate.

Conclusion

LLM Query Processing and Information Retrieval

Analyzing User Intent 
The system applies advanced Natural Language Processing (NLP) techniques to decode a query’s 
deeper meaning to determine whether the model’s internal knowledge suffices or whether real-time 
data is needed (Yang et al., 2023; Anand et al., 2023). For instance, a user inquiry about “home 
insurance for coastal flooding” prompts the LLM to interpret both explicit details about flood coverage 
and implicit concerns regarding geographic risk.

Formulating Precise Query 
When external data proves necessary, the LLM refines the user’s question with synonyms, date filters, 
or domain-specific operators to improve retrieval (Mo et al., 2023). This precision ensures that only the 
most relevant sources are accessed, boosting both accuracy and speed.

Conducting Real-Time Retrieval 
The system targets high-authority, publicly available resources, regulatory sites, academic literature, 
recognized publications (Dhole & Agichtein, 2024), while excluding paywalled or private databases. 
Credibility, timeliness, and relevance guide the selection process, ensuring the final results align well 
with the user’s needs.

Evaluating and Filtering Results 
Each retrieved source undergoes credibility and relevance checks, with automated filters weeding out 
outdated or conflicting information (Yang et al., 2020). This rigorous screening retains only high-quality 
data for the LLM to incorporate into its answer, minimizing the risk of inaccuracies.

Generating and Integrating Response 
The LLM merges newly fetched data with its internal knowledge, leveraging transformer-based archi-
tectures, self-attention mechanisms, and vector embeddings (Yang et al., 2023). Through this genera-
tive synthesis, the system produces a coherent, contextually precise answer that balances static 
knowledge with real-time findings, ultimately delivering an informed and user-specific response.
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Key Differences Compared to Traditional Search 
Engines

Conventional methods focus on keyword matching and 
backlinks, often yielding generalized link lists (Mo et al., 
2024). By contrast, AI-driven approaches interpret user 
intent and deliver direct, actionable responses, reshaping 
content strategies, accessibility, and engagement (Kumar 
et al., 2024). A key distinction lies in interaction flow: 
users shift from navigating sources to engaging in itera-
tive dialogue, allowing follow-up questions and refine-
ments within the same interface.

The following table outlines the fundamental differences 
between traditional keyword-based search and LLM-dri-
ven model structured across five dimensions.

With these contrasts established, the next section defines 
the research objectives that guided our empirical analysis. 
To address these questions directly, we now outline our 
research objectives, which guide the subsequent in-depth 
analysis and recommendations presented in this white 
paper.

Dimension Traditional Search (Google & SEO) LLM-Based Search (AI-Powered Systems)

1. Query Processing 
Keyword Matching vs. Contex-
tual Understanding

Matches explicit keywords with indexed content. Ranking is 
based on keyword frequency, backlinks, and metadata (Kumar 
et al., 2024). Results often lack precision, requiring user-driven 
filtering.

Interprets full query intent using deep contextual em-
beddings and transformer-based NLP. Understands 
nuance, implied meaning, and conversation history 
(Mo et al., 2024).

2. Information Freshness 
Static Indexing vs. Real-Time 
Access

Retrieves from a periodically updated static index. This can lead 
to outdated results, especially in fast-changing sectors like in-
surance (Liu et al., 2024).

Retrieves data live from the web, ensuring responses 
reflect the latest regulations, product updates, and 
market dynamics (Karamolegkou et al., 2023).

3. Result Format 
Link Retrieval vs. Generative 
Answers

Returns a ranked list of links; users must navigate and interpret 
external pages. This can slow access to relevant answers (Liu 
et al., 2024).

Generates direct, contextually relevant responses in 
natural language. Reduces search friction by delivering 
summarized insights instantly (Mo et al., 2023).

4. Personalization 
Generic Results vs. Tailored 
Interaction

Produces general results for a wide audience with minimal per-
sonalization. Lacks adaptive understanding of user-specific 
needs (Mo et al., 2024).

Generates personalized responses based on behavioral 
signals, search history, and conversational context. 
Enables individualized product suggestions and user 
guidance (Sharma et al., 2024; Karamolegkou et al., 
2023).

5. Search Architecture & User 
Experience 
Manual Navigation vs. AI-Aug-
mented Decision-Making

Empowers users to navigate information themselves, relying 
on metadata, backlinks, and structured web hierarchies. Users 
act as interpreters.

AI agents interpret, compare, and summarize on be-
half of users—supporting direct decision-making. The 
search system evolves into a reasoning layer (Mo et al., 
2023).

Key Differences Compared to Traditional Search Engines
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Study Design and Research 
Objectives
To understand visibility in LLM-powered search, we tested how 
insurance websites perform across AI systems. Using real-world 
prompts, we identified which types of content are surfaced most often 
– and why. The result reveals not just what works today, but what will 
define who gets found tomorrow.

This study builds on a series of hypotheses aimed at 
understanding which factors influence the visibility of 
web pages in LLM-based search compared to traditional 
Google search. The goal is to identify what types of cont-
ent, formats, or technical structures increase the like-
lihood of being referenced or surfaced by these funda-
mentally different systems. In doing so, the research 
explores how LLMs are reshaping the search experience, 
and what insurers need to do to remain visible, findable, 
and relevant in this evolving landscape.

We start with the assumption that a basic level of SEO 
optimization is a prerequisite for visibility in both search 
environments. This does not merely refer to technical 
hygiene or keyword placement, but to a broader founda-
tion of semantic readiness, the ability of a page to be 
understood, categorized, and reused by algorithmic sys-
tems. In both Google and LLM-driven search, clarity of 
intent, consistency of messaging, and alignment with 
user language patterns are essential.

Hypothesis 1: Machine Readability  
& Technical Accessibility Increases  
LLM Visibility

The first hypothesis suggests that machine-readable, 
technically accessible content, such as semantically 
structured HTML, fast-loading pages, and barrier-free 
designs is more likely to be referenced by LLMs. Since 
these systems need to parse and interpret large volumes 
of content, cleaner and more accessible code offers an 
advantage. This aligns with the criterion of Technical 
Accessibility & Machine Readability. 

Research has shown that LLMs, while increasingly 
capable, still depend on reliably parsing and extracting 
structured content from websites (Achiam et al. 2023). 
Pages that employ standard markup (e.g., ARIA roles, 
semantic tags) and avoid blocking scripts or complex  
client-side rendering offer a better signal-to-noise ratio 
during retrieval. Comparing the reference frequency  
of well-structured, fast, accessible URLs against less opti-

mized ones provides a clear way to validate this 
hypothesis.

Hypothesis 2: Semantic Content Linking 
Enhances LLM Retrieval

The second hypothesis proposes that content with strong 
internal linking, conceptual clustering, and structured 
entities is more frequently retrieved by LLMs. This corres-
ponds to the criterion of Semantic & Linked Optimization. 

Since many AI systems use embedding-based retrieval 
mechanisms, the presence of well-organized semantic 
relationships helps reinforce topic relevance within a site 
(Touvron et al. 2023; Ni et al. 2023). LLMs model meaning 
across documents rather than treating pages in isolation. 
Content that offers rich interlinking and clear entity relati-
onships (e.g., via schema.org or linked data structures) is 
better positioned to be selected as a relevant source. Tes-
ting this hypothesis could involve analyzing how often 
semantically rich sites are mentioned in LLM outputs 
compared to structurally disconnected content. This is 
because such structures align closely with how LLMs 
organize and retrieve information, favoring sources that 
mirror their own latent semantic mapping.

Hypothesis 3: Trusted Sources Are  
More Frequently Cited by LLMs

The third hypothesis posits that content from trusted 
sources, such as government websites, academic institu-
tions, or established expert domains is favored more 
strongly by LLMs than by traditional search engines. This 
maps to the criterion of Citeability & Source Quality. 

LLMs are often fine-tuned and retrieval-augmented to 
reduce hallucinations by grounding answers in verified 
content (Nakano et al. 2022). Trust signals like domain 
authority, author transparency, citation presence, and ins-
titutional affiliation play a major role in determining 
whether a URL is used in an AI-generated response. Ethi-
cal AI guidelines (Jobin et al. 2019) further reinforce the 



14

ERGO Innovation Lab 

We followed a structured methodology based on ten 
consecutive steps. This structure gave us a complete 
picture: from how real users phrase insurance queries, 
to how LLMs retrieve and rank relevant content. In the 
next section, we examine how Google search terms 

were integrated into this framework and what they 
reveal about shifting visibility across search models. It 
allowed us to trace how information flows from user 
query to ranked output in a controlled, comparable 
sequence.

Overall Modular Research Pattern and Methodology

Define Search  
Terms

Prompt Design

Search Engine  
Selection

Google Query  
Execution

Submit  
Prompts to LLMs

URL  
Consolidation

Labeling LLM- 
Only URLs

Evalution  
Against Criteria

Ranking and  
Weighting

Exploration  
and Insights

preference for high-quality, fact-checked material. The 
hypothesis can be validated by tracking how frequently 
high-trust domains appear in LLM outputs compared to 
less reputable sources.

These four hypotheses form the basis for the comparison 
between LLM search models and Google search results. 
For each hypothesis, we examined how often and in what 
ranking position different types of content appeared, 
using visualizations to highlight key differences. The 
results show how core aspects of web architecture, cont-
ent structuring, and source trustworthiness influence visi-
bility in LLM-driven retrieval systems, and how optimizing 
content for both human users and AI models is becoming 
increasingly important for digital presence.

Hypothesis 4: Conversational Formatting 
Aligns with LLM Retrieval Behavior

The fourth hypothesis argues that content formatted in a 
conversational, prompt-response style, such as FAQs, Q&A 
sections, or clearly segmented answer blocks is more 
likely to be retrieved by LLMs. This is linked to the criterion 
of Structure & Instant Optimization for LLMs. 

Many LLMs are trained on dialogue-rich corpora and prio-
ritize content that matches natural conversational 
prompts (Wei et al. 2022; Wu et al. 2023; Karpukhin et al. 
2020). Structuring content with questions as headers and 
direct, concise answers beneath mirrors the input-output 
behavior of conversational AI. Testing this hypothesis 
could involve measuring how often conversationally 
structured content appears in AI-generated answers 
compared to longer, narrative-heavy formats.

Pre-Study Design and Methodology

We identified and validated 20 criteria that influence visi-
bility in AI-driven search systems. The study takes a closer 
look at four key criteria, selected based on the underlying 
hypotheses.

Understanding how LLM-powered search affects insurance 
visibility requires a research approach that combines theo-
retical precision with practical relevance. We developed a 
methodology aimed at identifying which types of content 
are retrieved by LLM search engines, how this differs from 
traditional search, and what structural adjustments insu-
rers need to consider to maintain visibility.

The study followed three key components:

1.	 Hypothesis-Driven Testing 
We formulated hypotheses (e.g., "semantic cohesion 
improves LLM visibility") and tested them against a 

Overview of Hypotheses

  H1: Machine readability and technical acces-
sibility increase the likelihood of LLM-based 
retrieval.

  H2: Semantic content linking improves the 
chances of being retrieved by LLMs.

  H3: Content from trusted sources is cited 
more frequently by LLMs.

  H4: Conversational formatting aligns better 
with LLM retrieval behavior.
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dataset of over 33,000 URLs using 20 structured cont-
ent and metadata criteria.

2.	 Real-World Validation 
Beyond controlled testing, we analyzed real insuran-
ce-related queries to observe how LLMs retrieve and 
prioritize content. This helped connect retrieval outco-
mes directly to practical content structures and infor-
med the development of LLM Optimization (LLMO) 
strategies.

3.	 Quantitative and Qualitative Analysis 
We combined statistical evaluation (retrieval volumes, 
ranking patterns) with qualitative content assessments 
(semantic structure, formatting quality, metadata alig-
nment) to understand not only which content surfaces 
but also why.

Together, these components ensured that the analysis 
remained both evidence-based and actionable. The next 
section shows how this framework was operationalized 
through a structured, prompt-based evaluation process.

Prompt Set-up and Comparative Evaluation

To enhance the precision of our analysis and establish a 
robust comparative baseline, we integrated traditional 
Google search terms into our research methodology. This 
allowed us to directly compare how LLMs perform against 
Google Search when processing similar insurance-related 
queries, providing insights that are both academically 
rigorous and business-relevant.

To structure the analysis, we used 18 representative 
search terms across three insurance product categories: 
home contents, dental supplementary, and legal protec-
tion. Each category included both brand-specific terms 
(e.g., “ERGO dental insurance”) and brand-open terms 
(e.g., “best dental insurance”) to reflect different stages 
of the customer journey. This structure ensured that both 

intent-driven exploration and concrete decision-making 
contexts were captured in the evaluation.

These search terms served as the foundation for a struc-
tured prompt set of 120 inputs, systematically varied by:

  Funnel stage: 78 upper-funnel (exploratory) and 42 
lower-funnel (decision-focused) prompts

  Brand context: Balanced 50/50 between brand-open 
and brand-specific phrasing

  Complexity: 90 simple, everyday prompts and 30 
moderately complex inputs involving com-parisons or 
constraints

This structure reflects real-world search behavior: most 
insurance-related queries are exploratory in nature, ​ 
phrased in simple, natural language, and often influenced 
by brand awareness—particularly in trust-sensitive cont-
exts (Spatharioti et al., 2023; Chowdhury et al., 2024; 
Nestaas et al., 2024; Google Consumer Insights, 2024). 
Because prompts reflect how people actually search, the 
visibility outcomes they produce reveal how well different 
engines respond to real information needs. By standardi-
zing prompt structure, we can observe which content 
types of surfaces consistently, which models prioritize  
clarity or credibility, and which reward specific formatting 
choices.

To establish a baseline for comparison, all 18 Google 
search terms were submitted ten times, resulting in over 
5,800 distinct URLs. Retrieved results were categorized as:

  Google-only URLs (not retrieved by LLMs)
  Shared URLs (retrieved by both systems)
  LLM-only URLs (retrieved exclusively via LLMs) 

This structure mirrors real-world search behavior, covering 
the full customer journey, from initial interest to final 
decision, and incorporating variations in brand familiarity 
and language complexity. It provides a realistic, data-dri-
ven model to evaluate how effectively LLMs retrieve and 
rank insurance content.

Key Figures At A Glance
3 insurance products analyzed across home contents, 
dental supplemental, and legal protection

120 prompts (40 per product), covering different fun-
nel stages and complexity levels

18 Google search terms (6 per product), used as tradi-
tional search benchmarks

120 prompts and 18 search terms, each submitted 10 
times to SearchGPT, Perplexity, You.com, and Gemini

33,600 URLs retrieved across all platforms

25,441 LLM-based URLs

5,920 Google-only URLs

2,074 hallucinated URLs removed after quality filtering

900,909 data points generated through a combination 
of manual and agent-assisted content labeling and 
evaluation
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With a controlled prompt set in place, we could now 
observe how different systems responded, both in terms 
of what they surfaced and how often. The next step was 
to collect, compare, and filter thousands of results across 
LLMs and Google to identify where visibility is shifting, and 
why. This made it possible to trace not just what was 
retrieved, but which types of content consistently gained 
prominence under realistic conditions.

Data Evaluation Methodology and 
Pre-Analysis

Across all four LLM systems and Google Search, a total of 
33,366 URLs were generated. After removing duplicates 
and errors, 31,292 valid results remained. From the struc-
tured prompt set based on 18 initial Google search terms, 
LLMs retrieved 25,441 unique URLs. In comparison, direct 
searches of the 18 terms in Google returned 5,851 unique 
URLs. Additionally, 2,074 hallucinations, links to non-exis-
tent or irrelevant pages, were identified and excluded, 
corresponding to about 7% of all LLM outputs.

Each URL was classified according to source type (e.g., 
insurer websites, broker platforms, media outlets, private 
blogs), brand specificity, and domain structure. This enab-
led the identification of patterns in which source types 
and content formats are most frequently surfaced by 
LLMs. This cleanup ensured that further evaluation was 
based solely on verifiable and accessible content.

To explore structural patterns in more depth, we assessed 
a representative sample of 606 URLs using a 20-criteria 
framework. The framework captured four key dimensions: 
machine readability, semantic integrity, domain authority, 
and conversational formatting.

The evaluation methodology combined hypothesis-driven 
testing, structured scoring, and applied content analysis 
across four LLM systems and Google. A sample of 606 

insurance-related URLs, normalized to 267 unique pages, 
was assessed using a mix of automated and rule-based 
scoring procedures aligned with 20 optimization criteria.

These criteria covered four core dimensions:
  Machine Readability: HTML cleanliness, mobile respon-

siveness, loading speed, and accessibility features.
  Semantic Content Linking: Internal structure, concep-

tual flow, use of headings, and logical link hierarchies.
  Source Trust and Verification: Institutional credibility, 

SSL certification, author attribution, and regulatory 
disclosures.

  Conversational Formatting: FAQ sections, modular res-
ponse structures, and clearly scoped answer blocks.

Additionally, eight meta-criteria captured deeper structu-
ral factors such as content hierarchy, duplication, internal 
navigation, and alignment with prompt intent.

The evaluation followed a triangulated research design: 
empirical hypothesis testing with a labeled dataset, 
design science to ensure practical relevance, and 
mixed-methods reasoning to link quantitative retrieval 
behavior (e.g., hallucination frequency, retrieval distribu-
tion) with qualitative content traits. To ensure balance 
and comparability, the sample was distributed across 
eight clusters, including brand-specific and brand-open 
domains, funnel-stage variations, and different platform 
types. This layered evaluation approach allowed us to 
examine not just what content LLMs retrieve, but how 
structure, format, and source characteristics influence 
visibility in AI-driven search environments.

Semantic Retrieval Diagnostics in LLMs

In addition to large-scale prompt testing and content 
scoring, we conducted a diagnostic layer focused on how 
LLMs retrieve information at the semantic level. Unlike 
traditional keyword-based search engines, LLMs operate 

Evaluation Framework for Retrieved URLs

Automated 
Evaluation 

Automated assess-
ment against criteria

Scoring  
and Aggregation 

Aggregating scores 
for performance
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Ensuring correct  
application of criteria

Topic  
Weighting 
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within high-dimensional vector spaces, matching queries 
and content based on semantic proximity rather than 
exact phrasing.

To explore this mechanism, we examined how semanti-
cally structured content performs in LLM retrieval, focu-
sing on three key aspects:

  Retrieval consistency: whether the same pages were 
repeatedly retrieved across prompts

  Clustering behavior: whether related content types 
appeared together across systems

  Semantic cohesion: whether internally linked content 
had higher retrieval stability

These indicators helped assess how well LLMs detect 
meaning across pages and how semantic structure influ-
ences discoverability. Although we did not conduct full 
latent space modeling, we visually compared fragmented 
versus coherent embedding patterns. We found that con-
tent with consistent terminology, clear topic hierarchy, 

and internal navigation was retrieved more frequently 
and reliably across systems.

This diagnostic confirms a key insight: content that is not 
only technically accessible but also semantically aligned 
significantly increases its chances of being retrieved in 
LLM-driven environments.

Process of the URL Evaluation Methodology

To assess how well insurance content performs in LLM 
search, each URL in our dataset was reviewed using a 
structured scoring model. The process combined automa-
ted checks, rule-based criteria, and targeted manual 
review. This five-step framework provided the foundation 
for our findings. It allowed us to isolate which content 
attributes matter most and why certain types of 
insurance pages consistently outperform others in 
LLM-driven environments.
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Study Findings on LLM  
Visibility in Insurance
Large language models don’t just retrieve what’s popular. They retrieve 
what’s readable, structured, and semantically clear. Our evaluation 
reveals how these systems actually select and prioritize insurance cont-
ent. From hallucinations to hidden gems, the data shows what makes 
content visible and what leaves it behind.

Visibility shift across systems

Our comparison between Google and LLM-based search 
engines reveals fundamental differences in how visibility 
is assigned. This shift changes the way insurers must 
design and structure their content.

hensive information. This gave us a stable reference point 
for comparing how LLMs handle similar queries.

Through these attempts, we retrieved 5,851 unique URLs. 
Each search returned an average of 585 URLs, highligh-
ting Google’s breadth. However, the format remains 
static: users must sift through multiple links to locate 
relevant answers. Google's ranking logic, based on 
keyword matching and backlink strength, continues to 
shape which results are shown, favoring established 
domains and SEO-optimized content. This approach 
works well for general queries and recognized providers. 
But for users looking for specific product features or cont-
extual comparisons, the need to click through multiple 
links often slows the process and increases search 
friction.

Accuracy and Hallucinations in LLM-Based Search

The shift in search behavior becomes clear when looking 
at LLM-powered engines. In our study, we tested 120 
prompts across three insurance products and submitted 
each prompt ten times to four LLM systems. This pro-

LLM platforms retrieved significantly more URLs than Goo-
gle, but also showed higher variability in quality. At the 
same time, patterns emerged that clearly favored struc-
tured, machine-readable content, regardless of brand 
recognition. These findings highlight that discoverability in 
AI-powered search depends less on traditional SEO and 
more on how content aligns with the retrieval logic of lan-
guage models.

Google continues to lead as the most widely used search 
engine, including for insurance-related content. In our 
study, we tested 18 insurance-related search terms 
across three insurance products and submitted ten times 
each term, resulting in 180 total search attempts. This 
volume mirrors realistic user behavior, where multiple 
searches are often needed to find accurate and compre-

Hallucination rate: the proportion  
of incorrect or fabricated results 
generated by the AI
Relative to the total number of submitted URLs
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duced a total of 27,446 URLs. However, 2,074 of these 
URLs were classified as hallucinations, content that was 
incorrect, irrelevant, or non-existent. This equates to a 
hallucination rate of 7.6 percent.

Despite significant advances in AI-powered search, hallu-
cinations remain a critical issue. ChatGPT had the highest 
hallucination rate at 9.7 percent, followed by Perplexity at 
8.6 percent. Gemini showed a lower rate at 6.7 percent, 
while You.com performed best, with just 3.1 percent. 
These differences suggest that retrieval architecture 
directly impacts output stability. Systems with broader 
reach may offer more content but also carry greater risk. 
Engines with more conservative retrieval strategies pro-
duce fewer hallucinations but may require more precise 
content structuring.

For insurers, this underscores the need to validate content 
not only for accuracy but also for AI interpretability. 
Structured markup, institutional signals, and clear factual 
alignment reduce the likelihood of misinformation and 
help maintain trust, both from users and from the sys-
tems retrieving the content.

Platform-specific tendencies further illustrate these pat-
terns. Gemini favors narrow sets of highly trusted sources, 
often with a strong presence of broker domains. Perple-
xity gives preference to editorial-style content from esta-
blished publishers. SearchGPT balances semantic rele-
vance with indexing of open-source data. You.com inclu-
des a broad range of content types, drawing from sources 
such as blogs, associations, and other non-traditional 
domains.

Distribution of Retrieved URLs by Product and LLM Engine
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As users increasingly rely on multiple AI tools, insurers 
must adopt differentiated content strategies tailored to 
each engine’s architecture and retrieval logic. A one-size-
fits-all SEO approach is no longer effective.

LLM Coverage Depends on Insurance Product Line

The analysis of URL retrievals across three insurance pro-
duct categories – dental supplemental insurance, legal 
protection insurance, and home contents insurance – 
reveals notable disparities in how different LLM-based 
search engines handle these sectors.

ChatGPT generated the highest overall volume, particu-
larly excelling in dental supplemental insurance. You.com 
followed closely with balanced performance across all 
three lines. Perplexity retrieved significantly fewer URLs 
but showed strength in dental insurance. Gemini returned 
the lowest volume, especially in dental and home cont-
ents, indicating limitations in its indexing model or retrie-
val architecture.

These differences reveal how platform architecture influ-
ences not just overall retrieval rates, but also content 
coverage per product line, an important consideration for 
insurers seeking product-specific visibility.

Brokers Gain Visibility Advantage in LLM 
Search

Different types of content providers perform differently 
across platforms when handling brand-open insuran-
ce-related queries: Brokers account for the largest share 
at 36 percent, far ahead of insurers (17 percent) and pub-
lishers (16 percent). Comparers and associations follow 
with much smaller portions. These figures highlight a 
change not only in ranking outcomes but in the logic of 
how content is evaluated and surfaced.

A critical distinction lies between two types of comparison 
platforms. Brokers, including major comparison platforms, 
can actively sell insurance policies and typically offer 
structured, scenario-based content designed for decisi-
on-making. Comparers, by contrast, focus solely on edito-
rial or informational content and lack a brokerage license. 
This distinction helps explain visibility differences: broker 
platforms align better with the modular, semantically rich 
content formats that LLMs favor.

Google search paints a different picture. Broker visibility 
drops to under 11 percent, insurers remain at around 7 
percent, and publishers and associations are nearly invi-
sible. This suggests that traditional SEO signals, domain 
authority, backlinks, keyword density, continue to domi-
nate. Google rewards technically optimized sites, even 
when their content is less dynamic or user-focused. In 
contrast, LLMs prioritize content that can be interpreted in 
context, adapted to conversation, and used to support 
decisions—content that is clean, linked, transparent, and 
easy to segment.

This divergence creates a visibility gap. Players with 
modular, structured content, especially brokers are pulling 
ahead in LLM environments. Insurers that don’t adapt 
aren’t losing because their content is weak, but because 
it’s built for a system that no longer sets the rules. Main-
taining visibility across both systems now requires parallel 
strategies: one optimized for Google’s legacy infrastruc-
ture, the other designed for LLM-native discovery.

The data shows that in LLM-based environments, broker 
domains consistently achieve the highest visibility, especi-
ally across brand-open queries. Publisher content per-
forms moderately well, while comparers trail behind. 
Direct insurers typically capture only 1 to 2 percent of 
results in these systems. LLMs seem to apply a systematic 
preference for content that is conversational, explorable, 

LLM Search
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and logically structured, qualities more common on bro-
ker and aggregator websites.

Google’s distribution is flatter but more rigid. Broker 
domains appear with around 2 percent, direct insurers 
close behind at 1 percent. The remaining results are scat-
tered among publishers, comparers, and industry associa-
tions. The pattern reflects Google's continued dependence 
on ranking signals that LLMs increasingly bypass: technical 
setups, backlink networks, and authority metrics.

Brokers are structurally well-positioned to benefit from 
this shift. Their sites are built around product comparison, 
modular presentation logic, and decision-relevant 
pathways. These characteristics map closely to how LLMs 
generate responses, by breaking content into segments, 
evaluating context, and reassembling meaning into a 
usable output. As AI systems move toward agent-like 
behavior, handling research, filtering, and decision sup-
port in one flow, this structure becomes a key advantage.

These findings reveal a structural shift in visibility. LLMs 
reward conversational, interconnected, and intentrich 
content. These characteristics are more often found on 
broker and aggregator sites. In contrast, Google continues 
to emphasize backlinks, domain authority, and keyword 
matching, which results in a flatter, but less cont-
ext-aware visibility pattern.

Structural Patterns: Semantic Cohesion and 
Vector Space Analysis

A central finding of this study is the clear link between 
semantic structure and LLM visibility. Content that is 
internally coherent, well-linked, and conceptually consis-
tent is significantly more likely to be retrieved and reused. 

Visualizations of embedding behavior illustrate that dis-
connected or weakly linked content leads to fragmented 
vector subspaces and lower retrievability.

By contrast, dense, interconnected vector clusters corre-
late with stable retrieval across systems. Structurally 
cohesive content, supported by taxonomies, semantic 
anchors, and logical linking, enables stronger alignment 
with LLM embedding models. The results reveal a clear 
dichotomy between fragmented and cohesive vector sub-
spaces. This network visualization shows a fragmented 
vector space, where disconnected clusters and isolated 
nodes represent content that lacks internal linking or con-
sistent terminology. These microsites or stand-alone 
pages tend to perform poorly across LLM platforms. Their 
structural gaps prevent alignment with embedding-based 
retrieval logic, leading to low retrievability (Wang et al., 
2019; Borah et al., 2021).

These findings confirm that content architecture has 
direct performance implications. Pages that are techni-
cally clean but semantically disconnected remain difficult 
for LLMs to retrieve. Building strong semantic relation
ships across pages is therefore not a secondary enhance-
ment, it is a foundational element of LLM-based visibility.

What Makes Insurance Content Perform in 
LLM Search: Hypothesis Validation

To understand what makes content visible in LLM-powe-
red search, we developed a scoring model covering 20 
optimization categories. Each category reflects a structu-
ral or semantic criterion relevant to AI-driven retrieval, 
including factors such as machine readability, trust sig-
nals, semantic cohesion, and prompt-style formatting. 

Semantic Fragmentation. Disconnected clusters in vector space represent 
semantically isolated or structurally weak content. These regions show 
low retrievability due to poor alignment with query vectors.

Semantic Cohesion. Dense, interconnected vector regions reflect high-qua-
lity internal linking, structured semantics, and stable embedding behavior. 
These clusters consistently demonstrate superior retrieval rates in LLM-ba-
sed search.
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The model allows us to systematically assess which fea-
tures contribute most to high retrievability in LLM 
outputs.

Each URL in our dataset was evaluated based on how 
well it met each criterion. The evaluation was conducted 
in three levels of scoring granularity: using 25%, 10%, and 
1% intervals. We ultimately chose 1% intervals to enable 
fine-grained differentiation between similar content 
types, a decision that proved especially useful given the 
relatively small variations in performance across 
high-quality domains. This approach allowed us to cap-
ture subtle but important distinctions in content structure 
and interpretability.

In addition to assigning scores (ranging from 0 to 100), 
we applied weighting factors to each criterion to reflect 
their relative influence on LLM retrieval. The weights, 
which together sum to 100%, allow us to distinguish bet-
ween content attributes that are merely present and 
those that have the greatest impact on discoverability.

The analysis reveals clear performance gradients:

Machine-Readable Content as a Visibility Driver

The data confirms that technically accessible, machi-
ne-readable content plays a leading role in determining 
visibility within LLM-powered search. This category 
reached a maximum score of 88% and an average of 
85% across all evaluated pages, making it one of the hig-
hest-performing dimensions. With an average model 
weight of 6%, it also ranks among the most influential 
factors in the scoring framework.

These results support hypothesis 1: LLMs show clear pre-
ference for semantically structured HTML, fast-loading 
page architectures, and transparent content layouts. Key 
technical features, such as ARIA tagging, mobile-first res-
ponsive design, and clearly labeled headings are no lon-
ger optional. They represent baseline requirements for 
content to be parsed, understood, and reused by langu-
age models.

This technical foundation is often a necessary precondi-
tion for additional content attributes, such as semantic 
linking or trustworthy source signaling. Insurers that fail 
to meet these accessibility and structure standards risk 
being excluded from LLM retrieval workflows, regardless 
of the overall quality or accuracy of their content.

Semantic Cohesion Enables Stronger Retrieval

Semantic and contextual linking has a strong and consis-
tent influence on content retrieval in LLM-based search 
environments. Content categories optimized for internal 
structure including internal links, meta data hierarchies, 
and concept relationships scored between 72% and 78%, 

with an average of 75%. The corresponding model weight 
of 5% underlines its strategic role in visibility.

These findings validate hypothesis 2: Semantically cohe-
rent content forms more stable and connected clusters in 
vector embedding space, which significantly increases the 
likelihood of retrieval. In contrast, isolated or fragmented 
content, such as standalone landing pages without con-
ceptual linking tends to remain invisible to LLMs.

Our analysis confirms that content embedded in semanti-
cally dense, structurally cohesive clusters is more fre-
quently retrieved. Modern embedding architectures 
assess proximity in vector space, favoring conceptually 
aligned nodes when semantic consistency is present 
(Wang et al., 2019; Borah et al., 2021).

In this context, semantic structure is not a design enhan-
cement, it is a technical enabler of discoverability. For 
insurers, this means that consistent taxonomies, clear 
internal anchors, and rich interlinking across related cont-
ent are now essential to ensure retrievability across LLM 
platforms. Embedding integrity, conceptual continuity, 
and internal cohesion must be treated as foundational 
components of any content strategy intended to surface 
in AI-generated responses.

Trust Signals as a Primary Ranking Factor

Among all evaluated dimensions, trust-related content 
features performed the strongest. This category achieved 
a maximum visibility score of 90% and an average of 
88%, the highest across all criteria. Its average weight of 
6% further confirms its importance within the overall LLM 
ranking framework.

These results validate hypothesis 3: LLMs consistently 
favor content from trusted sources such as government 
portals, academic institutions, and regulated professional 
domains. Unlike traditional search systems that empha-
size backlinks and domain size, LLMs rely on a broader 
range of trust indicators, including verified authorship, ins-
titutional consistency, and transparent citation practices.

For insurers, this means that digital reputation is a pri-
mary consideration. It must be actively cultivated across 
both technical and editorial dimensions. Managing 
domain authority, providing clear authorship, and adhe-
ring to transparent publishing standards now directly 
influence whether content is retrieved, ranked, and reused 
by AI systems. In an LLM-driven discovery environment, 
trust is not only a signal, it is a prerequisite for visibility.

Prompt-Style Structuring Aligns with LLM Patterns

Content structured in a prompt-like or conversational for-
mat, such as FAQs, Q&A pages, or segmented advice 
modules shows a clear retrieval advantage in LLM-based 
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environments. This category scored between 67% and 
75%, with an average of 72% and a model weight of 5%.

These findings confirm hypothesis 4: LLMs trained on dia-
logue-heavy and Q&A-style datasets tend to favor cont-
ent that reflects this input-output logic. Particularly in 
insurance contexts involving product comparison, eligibi-
lity guidance, or service navigation, conversational struc-
turing helps content align with how models reason and 
respond.

Organizations that do not adapt their content formats to 
this logic may remain underrepresented, even when the 
information is accurate and relevant. For insurers, adopt-
ing modular, prompt-aligned content structures is no lon-
ger optional, it is a strategic step toward ensuring inclu-
sion in AI-generated responses

These findings validate our four hypotheses:
  H1: Technical accessibility and machine readability 

increase LLM visibility.
  H2: Semantic and contextual linking enhance 

retrievability.
  H3: Trusted, high-quality sources are more likely to be 

cited.
  H4: Prompt-aligned content structures improve inclu-

sion in LLM outputs.

Together, these dimensions form a clear strategic road-
map. Insurers that focus on these high-impact attributes 
and measure performance with this level of granularity 
are better positioned to secure stable and consistent visi-
bility across LLM platforms.

The four hypotheses represent overarching dimensions 
that group several of the 20 validated criteria. The aver-
age weights shown in the table reflect the combined 
influence of the individual criteria within each dimension. 
This highlights four out of 20 factors that have the stron-
gest impact on visibility in AI-driven search.

Hypothesis Matched Category Avg. Score Avg. Weight

H1 Technical Accessibi-
lity & Machine 
Readability

85% 6%

H2 Semantic Linking 
Optimization

75% 5%

H3 Authenticity & Trust-
worthiness

88% 6%

H4 Prompt-Style LLM 
Optimization

72% 5%

Evaluation of Categories by Average Score 
and Weight



24

ERGO Innovation Lab 

Strategic Implications  
for Insurance in the LLM Era
Search is no longer about being found, but about being usable by 
machines. As LLMs reshape digital visibility, traditional content strate-
gies fall short. What comes next requires new structures, new signals, 
and a radical shift in how insurers build for discovery.

The New Logic of Visibility
The shift from keyword-matching to semantic retrieval 
redefines how content must be structured to be found. 
Visibility now depends on how well information aligns 
with the internal logic of language models.

A New Visibility Paradigm

The rise of language models (LLMs) fundamentally chan-
ges how users access and interact with information. Tra-
ditional SEO based on keywords, backlinks, and domain 
authority is no longer sufficient. LLMs do not match exact 
terms, they evaluate semantic similarity within vector 
spaces. This changes the nature of visibility: it is now 
determined on how effectively content can be parsed, 
interpreted, and reused by language models operating in 
high-dimensional vector spaces.

Technical Foundations of Discoverability

LLMs retrieve information not by matching keywords, but 
by evaluating semantic similarity using vector embed-
dings. This requires content to be machine-readable, 
semantically structured, and technically accessible. Clean 
HTML, accessible markup, fast-loading architecture, and 
well-applied metadata provide the foundation for visibi-
lity. Without these basics, even high-quality content will 
remain invisible.

To align with LLM training patterns, content should be 
modular, interpretable, and clearly written using consis-
tent terminology and logical formatting. Effective formats 
include Q&A sections, Wikipedia-style summaries, and 
use-case-based content blocks. Semantic coherence 
across a site via shared vocabulary, topic linking, and 
well-defined taxonomy, supports the creation of content 
clusters interpretable by models.

A hypothesis-driven scoring model confirms a clear hier-
archy of visibility drivers in LLM environments: machine 
readability as a prerequisite, semantic linking for embed-
ding consistency, trust signals such as authorship and 
credibility, and modular, prompt-aligned formats such as 

Q&A sections, bullet points, and structured scenarios. 
Content that incorporates these elements doesn’t just get 
indexed, it becomes part of the model’s reasoning 
process.

Strategic Levers for LLM-Based  
Visibility
Being retrievable demands semantic clarity, structural 
consistency, and embedded trust. These elements form 
the core levers of LLM-oriented visibility.

Trust, Brand Structure, and Metadata

LLMs increasingly prioritize content that is transparent, 
well-sourced, and reputationally credible. Trust signals, 
like clear authorship, editorial accountability, and referen-
ces to regulatory bodies, are essential. Brand identity 
must also be technically embedded. This includes consis-
tent naming and messaging, the use of metadata stan-
dards like schema.org or JSON-LD, and advanced 
techniques such as knowledge graphs or synthetic trai-
ning data.

Closing Vector Gaps

Sustaining visibility requires addressing so-called vector 
gaps, cases where content fails to align with relevant 
queries due to vague wording, incomplete explanation, or 
weak semantic structure. These gaps can be closed by 
monitoring LLM outputs, refining phrasing, strengthening 
semantic linkages, and optimizing internal content 
taxonomies.

Performance Monitoring and Operational Integration

Once vector gaps are addressed, organizations must also 
track how content performs in live retrieval settings. Stan-
dard traffic metrics are no longer sufficient. Retrieval fre-
quency, inclusion in LLM-generated responses, consis-
tency of brand mentions, and presence in multiturn inter-
actions now matter. Prompt testing across platforms and 
hallucination analysis help identify structural content 
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weaknesses. These insights must feed directly into cont-
ent operations and iterative optimization processes. These 
insights must feed directly into content operations and 
iterative optimization processes, ensuring that structural 
weaknesses are addressed in publishing workflows, cont-
ent templates, and ongoing updates.

Platform and Competitive  
Differentiators
Not all LLMs interpret content in the same way, and not 
all market players are equally prepared. Structural align-
ment and platform-specific adaptation create competitive 
advantage in this emerging landscape.

LLM- & Platform-Specific Optimization

A key insight from the study is the variation in perfor-
mance across different LLM platforms. ChatGPT and You.
com retrieved large volumes of URLs but also showed 
higher hallucination rates. Gemini and Perplexity delivered 
more curated, source-filtered results. Each platform 
responds to different content signals. There is no univer-
sal optimization strategy that applies across all systems. 
Visibility must be approached on a per-engine basis, sup-
ported by structured testing and content iteration. Insu-
rers need to understand how their offerings perform wit-
hin each platform and adapt accordingly.

Structurally Aligned Content Outperforms

Regardless of platform, certain structural patterns consis-
tently deliver higher retrievability. Technically optimized 
and semantically structured content performs signifi-
cantly better across all tested platforms. Pages built 
around modular formats such as FAQs, structured cover-
age explanations, or clearly defined answer blocks are 
retrieved more frequently and more reliably than long-
form, brand-centric narratives. This is not a matter of 
style, but of alignment with how large language models 
parse, rank, and reconstruct content during response 
generation.

Why Brokers Outperform

One of the most consistent outcomes of the study is the 
superior performance of brokers and aggregators. Their 
platforms show higher visibility across all LLM systems 
and product categories. This is largely due to how their 
content is designed: comparison-oriented, clearly seg-
mented, and densely linked. These structural features are 
closely aligned with LLM retrieval behavior. In contrast, 
many insurer websites rely on unstructured text, complex 
navigation, or incomplete markup, making them hard to 
retrieve. Their content is often optimized for brand com-
munication or regulatory clarity, but not yet fully aligned 
with how AI systems access and assemble information. 
Without structural change, insurers will continue to lose 

reach to better-adapted intermediaries — not because 
the content lacks quality, but because its presentation 
format does not yet reflect the logic of LLM-based disco-
very. Broker platforms typically present insurance content 
in decision-ready formats — with product filters, scena-
rio-based recommendations, and dynamically generated 
overviews. This allows language models to extract con-
cise, relevant segments that map well to user queries.

Operational Readiness for LLM  
Integration
For content to be actionable within AI ecosystems, orga-
nizations must rethink capabilities, expose services 
through APIs, and close technical, strategic and organiza-
tional readiness gaps.

Emerging Agent-Based Journey

With the rise of agentic AI, new interaction models are 
emerging. LLM-powered agents are beginning to move 
beyond information delivery toward action execution. 
These systems are designed to compare products, gene-
rate real-time quotes, or complete tasks autonomously. 
Currently, insurance services in Germany are not compa-
tible with agentic systems. APIs for quote delivery, policy 
information, or pricing logic are either unavailable or inac-
cessible to third-party models. As a result, insurers remain 
outside of emerging agent-based user journeys. This is a 
significant gap and addressing it will require both techni-
cal readiness and regulatory alignment.

Strategic Inflection Point for Insurers

Large language models are reshaping how services are 
found and used. This presents a strategic turning point for 
the insurance industry. Brokers are structurally better 
positioned, and agentic systems will further widen the 
gap between retrievable and invisible content. Yet the dri-
vers of visibility are no longer speculative, they are obser-
vable, measurable, and actionable.

Insurers who expose their services via APIs and build 
modular, LLM-aligned content architectures can regain 
visibility and shape their role in AI-driven interactions. 
Those who delay risk losing control over how, when, and 
whether their products are presented to users. The transi-
tion is not a future scenario, it is already underway.

Strategic Response to Changing Visibility Logic

The study confirms a structural transformation in how 
insurance content is discovered, retrieved, and re-used by 
AI-based systems. Traditional SEO signals such as 
keyword placement, backlinks, and domain authority are 
no longer sufficient for ensuring digital visibility. Instead, 
discoverability is increasingly governed by how well cont-
ent aligns with the retrieval logic of large language 
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models. This includes machine readability, semantic cohe-
rence, trustworthiness, and conversational formatting.

Organisational Capabilities and Interdisciplinary 
Collaboration

Meeting these new requirements will not be possible 
through marketing or SEO alone. LLM visibility must 
become a shared responsibility across content, enginee-
ring, compliance, and product teams. Companies will 
need to build internal processes for prompt testing, 
semantic scoring, retrieval monitoring, and format experi-
mentation. This includes redesigning core pages, aligning 
metadata with AI models, and enabling structured end-
points for services that need to be surfaced or acted upon.

Finally, internal capabilities must evolve. Most marketing 
and SEO teams were designed for Google’s ranking logic. 
While that knowledge remains valuable, it must now be 
augmented with an understanding of how LLMs retrieve, 
interpret, and assemble content. That includes knowledge 
of vector semantics, embedding space behavior, prompt 
engineering, and AI-specific performance metrics. This 
doesn’t require building new departments from scratch, 
but it does require upskilling, cross-functional collabora-
tion and targeted training.

In many cases, this shift will build on existing strengths, 
such as structured content workflows, compliance know-
how, or established taxonomies, but it requires translating 
those strengths into formats and signals that modern 
language models can effectively interpret.

Organizations that treat LLM retrievability as a strategic 
design question, not just a technical one, will be best 
positioned to remain visible, relevant, and competitive in 
the years ahead.

From Visibility to Retrievability

Success in AI-driven visibility will come from interdiscipli-
nary coordination. Editorial, technical, and strategic teams 
must align around shared taxonomies, content models, 
and a new definition of performance. In this environment, 
visibility depends not only on content quality, but on how 
that content is structured, linked, and interpreted by 
machines.

Marketing is no longer just about visibility, it’s about 
retrievability. The organizations that understand how 
LLMs read, rank, and repurpose content will define the 
next generation of digital engagement. Now is the time 
to build those capabilities from the inside out.



27

ERGO Innovation Lab 

Outlook:  
The Future of LLM Discovery
The future of digital discovery is being reshaped beyond traditional 
search. As LLMs evolve, new forces like autonomous agents, innovative 
monetization, and curated content partnerships are redefining how 
information is accessed and surfaced. These emerging dynamics 
demand that organizations rethink their strategies and infrastructure 
to stay relevant and visible in an AI-driven landscape.

While this study focused on the structural foundations of 
LLM visibility, new dynamics are already reshaping the 
landscape—driven by evolving interaction models, emer-
ging monetization strategies, and increasing platform 
control. Although not part of the empirical analysis, the 
following developments are essential for organizations 
looking to stay ahead of the curve.

Strategic Content Collaborations

In parallel, the content distribution model itself is chan-
ging. The old model of open web indexing is being repla-
ced by curated integration. Leading language model plat-
forms such as OpenAI and Mistral have begun to form 
direct alliances with publishers and data providers, exem-
plified by deals with Axel Springer or backing from conglo-
merates like Bertelsmann. These relationships go beyond 
crawling public content. They define which data sets are 
considered high-quality, trusted, and available for integra-
tion into model outputs. 

As a result, visibility is increasingly negotiated, not earned. 
Companies that depend on organic traffic or visibility 
through traditional SEO must reassess their distribution 
strategy. Being indexed is no longer enough. To remain 
part of the LLM-powered answer layer, brands must 
explore data licensing agreements, direct integrations, or 
partnerships that allow their content to be part of the 
prompt stack or reasoning layer. This creates a more frag-
mented but strategically controlled discovery ecosystem, 
where business development and content integration are 
as important as optimization.

Ads in LLMs: Merchant Program and Ads

As LLMs replace or augment traditional search engines, 
new monetization models are emerging. Platforms like 
Perplexity are experimenting with embedded advertising 
formats, including banner-style visuals and merchant pro-
grams integrated directly into conversational answers 

(Perplexity AI, 2024; Bastian, 2024), shifting paid exposure 
away from result lists and into the model’s generative 
output itself. 

Unlike traditional keyword-based ads, these formats 
emphasize contextual relevance, intent alignment, and 
user experience. In a world where the LLM not only ans-
wers questions but constructs narratives, advertising 
must adapt. The challenge for brands is to develop new 
creative and targeting strategies that allow their products 
and messages to appear naturally within AI-generated 
content. This may involve testing early-stage ad offerings 
from emerging LLM platforms, rethinking how product 
data is structured for semantic integration, or working 
with agencies that specialize in prompt engineering and 
AI-native media. The goal is not just visibility, but rele-
vance – ensuring that brand messages are not only seen 
but seamlessly integrated into the information flows 
user’s trust.

Agentic AI and the Future of Insurance

Agentic AI is changing how insurance products are found 
and purchased. Success will depend less on direct contact 
with customers and more on how easily AI systems can 
discover, understand, and complete transactions. In this 
new world, being visible means having clear, high-quality 
data and easy-to-use digital interfaces.

Old-fashioned, fixed product models and straight sales 
funnels won’t work anymore. Insurers need to design fle-
xible, modular products that AI can tailor in real time to 
fit individual needs. Pricing will need to adjust based on 
events and changing risks. Human advisors will take on 
new roles, stepping in only when AI needs help. Compa-
nies that work smoothly with AI platforms will have a 
clear advantage.

Agentic AI will turn insurance from reactive service into 
ongoing, proactive management. AI agents will find the 
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right products, screen customers, handle claims, and spot 
gaps in coverage—making the process continuous rather 
than one-time. To keep up, insurers must not only open 
their data via APIs but also align their internal systems to 
work seamlessly with AI decision-making.

Preparing for What Comes Next

As AI systems continue to evolve, companies must look 
beyond traditional optimization and begin aligning their 
infrastructure, partnerships, and data strategies with the 
new logic of discoverability. The trends outlined here 
represent the next wave of disruption and the next oppor-
tunity. Organizations that act now will define how they 
are found, interpreted, and used by machines in the years 
ahead.
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